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Motivation

• Could string processing be done on compressed strings directly?

• Every one knows that data compression can save storage space; the
tradeoff is to take more processing time.

• However, in some situations, both time and space can be saved
through data compression.
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Why is it possible to save both time and space through data compression?

• The size of the input data is reduced after compression.

• In complexity theory, time complexity and space complexity are
measured with respect to the input size.

• A faster algorithm is possible on smaller input.
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Run-Length Compression

Let x and y be two strings over a constant-sized alphabet.
The size of x is m, being compressed into m′ runs.
The size of y is n, being compressed into n′ runs.
(E.g., x = aaabbccc =⇒ (a, 3)(b, 2)(c, 3))
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What We Have Done

We focused on string processing on run-length-encoded strings. We
improved algorithms for solving the following problems:

1 the string edit distance problem;

2 the pairwise global alignment problem;

3 the pairwise local alignment problem;

4 the approximate matching problem

under a unified framework.

Assumption

• The linear-gap model with arbitrary scoring matrix

• The size of the alphabet is constant
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Problems Description

1 the string edit distance problem
• Input: two strings x, y and a substitution matrix δ that measures the

cost for each edit operation (i.e. insertion, deletion, and substitution)
performed on x

• Output: the minimum sum of costs that can transform x into y

2 the pairwise global alignment problem
• Input: two strings x, y and a scoring matrix δ that measures the

aligned score of any two characters from the alphabet
• Output: inset appropriate spaces (or gaps) into x and y, to make them

equal-length, such that the aligned scored is maximized

3 the pairwise local alignment problem: find substrings x′ of x and y′ of
y such that the alignment score of x′ and y′ is maximized

4 the approximate matching problem:
• Input: a text string T , a pattern string P , and a number K
• Output: locate all end-positions of substrings from T such that the

edit distances of each candidate against P is at most K
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Our Contribution

1 Edit distance problem, global alignment problem: O(min{m′n,mn′})
time

• O(m′n+mn′) time (Mäkinen & Navarro & Ukkonen, 2003)
(Crochemore & Landau & Ziv-Ukelson, 2003)

• O(min{m′n,mn′}) time for the edit distance problem with unit cost
(Liu & Huang & Wang & Lee, 2007)

2 Local alignment problem: O(min{m′n,mn′}) time
• O(m′n+mn′) time only for LZW compression (Crochemore & Landau

& Ziv-Ukelson, 2003)

3 Approximate matching: O(n′m)
• O(n′mm′) time under some restriction (Mäkinen & Navarro &

Ukkonen, 2003)
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Related Work

• Wagner & Fischer (1974), Levenshtein (1966):
Defined the string-to-string correction problem.

• Longest-common-subsequence problem on run-length-encoded strings
• Bunke & Csirik (1995): O(m′n+mn′) time
• Apostolico & Landau & S. Skiena (1999): O(m′n′ lg(m′n′)) time
• Mitchell (1997): O((m′ + n′ + d) lg(m′ + n′ + d)) where d is the

number of matches of runs

• Extensions
• Arbell & Landau & Mitchell (2002): O(m′n+mn′) time for the edit

distance problem with unit cost
• Mäkinen & Navarro & Ukkonen (2003): O(m′n+mn′) time for the

general edit distance problem
• Crochemore & Landau & Ziv-Ukelson (2003): O(m′n+mn′) time for

the alignment problem

• Liu & Huang & Wang & Lee (2007): O(min{m′n,mn′}) time for the
edit distance problem with unit cost
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The String Edit Distance Problem

• Input: two run-length-compressed strings x and y over a
constant-sized alphabet Σ.

• A substitution matrix δ : (Σ ∪ {−})× (Σ ∪ {−}) −→ R is given to
measure the cost of each character insertion, deletion, and
substitution.

• Output: the minimum cost of edit operations that can transform x
into y.

• Its time complexity is O(min{m′n,mn′}).
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Basic idea

• The edit distance problem can be reduced to the shortest path
problem on edit graphs.

• The goal is to find a shortest path from (0, 0) to (m,n).
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IR(i)

OR(j)

Rk

...

...

Hirschberg in 1975 observed that

OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

where DIST (i, j) is the cost of the optimal (i.e. shortest) path starting
from IR(i) and ending at OR(j) where 1 ≤ i ≤ j ≤ n.
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OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

can be instantiated by

E(x′ak, y[1..j]) = min
0≤i≤j

{
E(x′, y[1..i]) + E(ak, y[(i+ 1)..j])

}
.

• OR(j) = E(x′ak, y[1..j])
= the edit distance of x′ak and y[1..j].

• DIST (i, j) = E(ak, y[(i+ 1)..j])
= the edit distance of ak and y[(i+ 1)..j].

a

y[1..j]

y[1..i]

x0

y[(i+1)..j]

k

y:

x:
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Observations

OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

E(x′ak, y[1..j]) = min
0≤i≤j

{
E(x′, y[1..i]) + E(ak, y[(i+ 1)..j])

}
1 DIST (i, j) can be evaluated in O(1) time for each i and j.

2 Let i∗(j) be the parameter that minimizes the recurrence for a specific
j. Then all i∗(j) for 1 ≤ j ≤ n can be computed in O(n) time.
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Observation I

How to evaluate DIST (i, j) = E(ak, y[(i+ 1)..j]) for each i and j in
O(1) time?

• E(aaaaa, abcaa) =?

• E(aaaaa, abca) =?

• E(aaaaa, abcaaa) =?

After preprocessing on string y, E(ak, y[(i+ 1)..j]) can be answered in
O(1) time.
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Lemma

Let the length of z be |z| and the number of occurrences of a in z be
σa(z). Then

• 0 ≤ s ≤ 2d:

E(ak, z) = dmax{|z|, k} − (d− s) min{|z|, k} − smin{σa(z), k}

• s ≥ 2d ≥ 0:

E(ak, z) = d(|z|+ k)− 2dmin{σa(z), k}

where s is the cost for a substitution and d is the cost for an indel.

The general case for any substitution matrix, even with negative weights,
can be handled similarly.
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Observation II

Find all i∗(j) for 1 ≤ j ≤ n in O(n) time.

OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

Let OUT (i, j) = IR(i) +DIST (i, j). Then the matrix OUT (i, j) is a
Monge matrix.

j

i
1

OUT(i,j)
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The Monge Property

Definition

An m× n matrix M = (ci,j)m×n is called Monge iff

ci,j + ci′,j′ ≤ ci,j′ + ci′,j

for all 1 ≤ i ≤ i′ ≤ m and 1 ≤ j ≤ j′ ≤ n.

Named after Gaspard Monge (1746–1818) by A. J. Hoffman in 1961.
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A Geometric Interpretation of the Monge Property

This property is a consequence of the triangle inequality.

i

i

i
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j

j '

j '
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d(i, j) + d(i′, j′) ≤ d(i, j′) + d(i′, j)
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Lemma (Aggarwal and Park, 1987)

All of the row minima and column minima in an m× n Monge matrix can
be determined in time O(m+ n), provided that each entry in the matrix
can be accessed in time O(1).

Remarks

1 When there are many minima in a row or column, we can simply
choose the first one.

2 All of the row and column maxima can also be found in the same
time bound.
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OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

OUT (i, j) = IR(i) +DIST (i, j) .

Lemma (Aggarwal and Park, 1988)

The matrices DIST and OUT are Monge.

j j

i

c

i
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Lemma

All values on the bottom of a strip can be evaluated in O(n) time.

a

y
IR(i)

OR(j)

Rk

...

...

OR(j) = min
1≤i≤j

{IR(i) +DIST (i, j)} for 1 ≤ j ≤ n

Theorem

The edit distance problem on run-length-encoded strings can be solved in
O(min{m′n,mn′}) time.
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Local Alignment Algorithm
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Question?
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